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1. INTRODUCTION 

The tau method was introduced by Lanczos [1] in 1938 for solving ordinary 

differential equations. In 1981, Ortiz and Samara [2] presented a new approach to 

the tau method by proposing an operational technique for the numerical solution of a 

single nonlinear ordinary differential equation with some supplementary conditions.  

The main advantage of the operational tau method based on shifted Chebyshev 

polynomials is to reduce the fractional neutral functional-differential equation to a 

set of algebraic equations. The main advantage of the OTM is its simplicity, and is 

more convenient for computer algorithms. 

During the last thirty years considerable work has been done in the development of 

this technique, its theoretical analysis and numerical applications [3], for numerical 

solution of many problems such as partial differential equations, Integral equations, 

Integral-differential equations and so on [4]. 

Mathematical folklore sets the birth of the concept of fractional calculus in the year 

1695 by the answer to a question raised by L'Hôpital(1661-1704) to Leibniz (1646-

1716), in which he sought the meaning of Leibniz’s notation 
𝑑𝑛𝑦

𝑑𝑥𝑛
 for derivativesif 

𝑛 =
1

2
,
1

3
, . ...   In his reply, dated 30 September 1695, Leibniz wrote to 

L'Hôpital(quoting from [5]) “this is an apparent paradox from which, one day, useful 

consequence will be drawn…”. 

The first book devoted exclusively to the subject of fractional calculus, is the book 

by Oldham and Spanier [5]published in 1974. A much later book, by Podlubny [6], 

is from 1996 and the book by  Kilbas, Srivastava and Trujillo [7] appeared in 2006. 

In recent years, it has turned out that many phenomena in viscoelasticity, fluid 

mechanics, biology, chemistry, acoustics, control theory, psychology and other areas 

of science can be successfully modeled by the use of fractional order derivatives [9]. 

 

The objective of this paper is to develop an extension of the OTM such that 

equations are solved with improved precision. This is exemplified by taking 

problems from Bhrawy and Alghamdi[8]. 
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2. DEFINITIONS 

In this section, we state definitions of fractional calculus [8-10], as needed in the 

sequel. 

 
Definition 1.  

The Riemann-Liouville fractional integral operator of order θ (θ > 0) is defined as 

                 𝐽𝜃𝑓(𝑡) =
1

Г(𝜃)
∫ (𝑡 − 𝑠)𝜃−1𝑓(𝑠)𝑑𝑠,          𝜃 > 0, 𝑡 > 0
𝑡

0
                (2.1)      

𝐽0𝑓(𝑡) = 𝑓(𝑡). 

Here Г is the Gamma function. Some of the most important properties of operator 𝐽𝜃 

for  𝑓(𝑡) , are as follows 

i) 𝐽𝜃𝐽𝛼𝑓(𝑡) = 𝐽𝜃+𝛼𝑓(𝑡) 

ii) 𝐽𝜃𝑡𝛾 =
Г(𝛾+1)

Г(𝜃+𝛾+1)
𝑡𝜃+𝛾(2.2) 

iii) 𝐽𝜃𝐽𝛼𝑓(𝑡) = 𝐽𝛼𝐽𝜃𝑓(𝑡) 

(2.2)                               

Definition 2.  

The Caputo fractional derivatives of order 𝜃 of 𝑓(𝑡) are defined as 

𝐷𝜃𝑓(𝑡) = 𝐽𝑚−𝜃𝐷𝑚𝑓(𝑡) =
1

Г(𝑚 − 𝜃)
∫ (𝑡 − 𝑠)𝑚−𝜃−1

𝑑𝑚

𝑑𝑠𝑚
 𝑓(𝑠)𝑑𝑠

𝑡

0

  , 

                                                                                                                    (2.3)          

𝑡 > 0 , 𝑚 − 1 < 𝜃 < 𝑚               
 
where  𝐷𝑚  is the classical differential operator of order  m . Also 

𝐷𝜃𝐶 = 0                (𝐶 is a constant), 

𝐷𝜃𝑡𝜇 = {

0                                                    𝜇 ∈ 𝑁0 , 𝜇 < ⌈𝜃⌉

Г(𝜇 + 1)

Г(𝜇 + 1 − 𝜃)
𝑡𝜇−𝜃,    𝜇 ∈ 𝑁0  , 𝜇 ≥ ⌈𝜃⌉  𝑜𝑟 𝜇 ∉ 𝑁 , 𝜇 > ⌊𝜃⌋

 

                                                                                                                    (2.4)   
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3. THE OPERATIONAL TAU METHOD 

Here, we state some relevant properties of the tau method.  We define the scalar 

product 〈 , 〉, for any integrable functions ψ(t) and Ф(t) on [a,b], by 〈𝜓(𝑡),Ф(𝑡)〉𝜔 =

∫ 𝜓(𝑡)Ф(𝑡)𝜔(𝑡)𝑑𝑡,
𝑏

𝑎
where ‖𝜓‖𝜔

2 = 〈𝜓(𝑡), 𝜓(𝑡)〉𝜔 and 𝜔(𝑡) is a weight function. 

Let 𝐿𝜔
2 [𝑎, 𝑏] be the space of all functions 𝑓: [𝑎, 𝑏] → ℝ, with ‖𝑓‖𝜔

2 < ∞. 

The main idea of the method [10] is to approximate 𝑢(𝑡) ∈ 𝐿𝜔
2 [𝑎, 𝑏]. Let Ф𝑡 =

{Ф𝑖(𝑡)}𝑖=0
∞ = Ф𝑇𝑡 be a set of arbitrary orthogonal polynomial bases defined by a 

lower triangular matrix Ф and 𝑇𝑡 = [1, 𝑡, 𝑡
2, … ]∗. 

The tau method is designed to convert linear or non-linear differential equations, 

delay differential equations or a system of these equations to a system of linear 

algebraic equations based on these three simple matrices 

𝜇 =

[
 
 
 
 
0 1 0 0
0 0 1 0
0
0

0
0

0
0

1
0

…

⋮ ⋱]
 
 
 
 

 , 𝜂 =

[
 
 
 
 
0 0 0 0
1 0 0 0
0
0

2
0

0
3

0
0

…

⋮ ⋱]
 
 
 
 

 , 𝑝 =

[
 
 
 
 
 
0 1

2
0 0

0 0
1

3
0

0
0

0
0

0
0

1

4

0

…

⋮ ⋱]
 
 
 
 
 

 . 

In the sequel we need  operators on polynomials, stated in a lemma as follows. 

 

Lemma 1. 

Suppose  that  𝑢(𝑡) is a polynomial as (𝑡) = ∑ 𝑢𝑖𝑡
𝑖 = 𝑢𝑇𝑡

∞
𝑖=0  , then we have [4] 

𝐷𝑟𝑢(𝑡) =
𝑑𝑟

𝑑𝑡𝑟
𝑢(𝑡) = 𝑢𝜂𝑟𝑇𝑡               𝑟 = 0,1,2,3, …              

 

(3.1) 

𝑡𝑠𝑢(𝑡) = 𝑢𝜇𝑠𝑇𝑡                                     𝑠 = 0,1,2,3,…                         
 

(3.2) 

∫ 𝑢(𝑡)𝑑𝑡 = 𝑢𝑝𝑇𝑥 − 𝑢𝑝𝑇𝑎

𝑥

𝑎

                𝑝 is matrix 𝑝.                 
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                                                                                                                (3.3)       
 

For a proof see [4].       ■ 

Let us consider 

𝑢(𝑡) = ∑ 𝑢𝑖Ф𝑖(𝑡) = uФ𝑇𝑡
∞
𝑖=0 .                                                 (3.4) 

to be an orthogonal series expansion of the solution, where u = {𝑢𝑖}𝑖=0
∞  is a vector of 

unknown coefficients, Ф𝑇𝑡 is an orthogonal basis for polynomials in  𝑅  [4]. 

 

 

4. SHIFTED ORTHOGONAL POLYNOMIALS 

Chebyshev  and Legendre polynomials are interesting examples of polynomials 

bases defined by a matrix. In this section we define shifted Chebyshev  polynomials. 

The Chebyshev polynomials are defined on [−1,1] with 

{
𝑇0(𝑥) = 1 , 𝑇1(𝑥) = 𝑥,                                   

𝑇𝑖+1(𝑥) = 2𝑥𝑇𝑖(𝑥) − 𝑇𝑖−1(𝑥) ,     𝑖 = 1,2,3,…
 

 

[𝑇0(𝑥), 𝑇1(𝑥), T2(𝑥),… ]
∗ = 𝑇𝑋𝑥 

  𝑤ℎ𝑒𝑟𝑒  𝑇 =

[
 
 
 
 
1 0 0 0
0 1 0 0
−1
0

0
−3

2
0

0
4

⋮

…

]
 
 
 
 

, 𝑋𝑥 = [

1
𝑥
𝑥2

⋮

]. 

 

and shifted Chebyshev polynomials 𝑇°on 𝑥 ∈ [𝑎, 𝑏], 𝑎 < 𝑏, are defined as 
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{
 
 

 
 𝑇0

°(𝑥) = 1 , 𝑇1
°(𝑥) =

2𝑥 − (𝑏 + 𝑎)

𝑏 − 𝑎
                           𝑥𝜖[𝑎, 𝑏]

𝑇𝑖+1
° (𝑥) = 2(

2𝑥 − (𝑏 + 𝑎)

𝑏 − 𝑎
)𝑇𝑖

°(𝑥) − 𝑇𝑖−1
° (𝑥), 𝑖 = 1,2,3,…

 

 

5. THE OPERATIONAL  TAU  METHOD  FOR  FNFDE  AT  WORK 

Consider the following Fractional Neutral Functional Differential Equation from [8] 

𝐷𝜃(𝑢(𝑡) + 𝑎(𝑡)𝑢(𝑝𝑚𝑡)) 

= 𝛽𝑢(𝑡) + ∑ 𝑏𝑛(𝑡)𝐷
𝛾𝑛𝑢(𝑝𝑛𝑡) + 𝑓(𝑡),           𝑡 ≥ 0                                   

𝑚−1
𝑛=0                                                                               

(5.1) 

with the initial conditions∑ 𝑐𝑖𝑛𝑢
(𝑛)(0) = 𝜆𝑖

𝑚−1
𝑛=0 .  

Here 𝑎, 𝑏𝑛(𝑛 = 0, 1, 2,… ,𝑚 − 1) are given analytical functions,  

 −1 < 𝜃 ≤ 𝑚 , 0 < 𝛾0 < 𝛾1 < ⋯ < 𝛾𝑚−1 < 𝜃 and  𝛽,  𝑝𝑛 , 𝑐𝑖𝑛 , 𝜆𝑖 denote given 

constants with  0 < 𝑝𝑛 < 1 (𝑛 = 0, 1, … ,𝑚). 

Now we apply the tau method and use the following process. By equations (2.3), 

(3.1) and (3.4), we obtain  

𝐷𝜃𝑢(𝑡) = 𝐽𝑚−𝜃𝐷𝑚(𝑢𝛷𝑇𝑡) = 𝐽𝑚−𝜃(𝑢𝛷𝜂𝑚𝑇𝑡) = 𝑢𝛷𝜂
𝑚𝐽𝑚−𝜃(𝑇𝑡).                         (5.2)   

By definition1 and relation (iii) we get 

𝐽𝑚−𝜃(𝑇𝑡) = [𝐽𝑚−𝜃(1), 𝐽𝑚−𝜃(𝑡),… , 𝐽𝑚−𝜃(𝑡𝛾),… ]∗ =

            [
Г(1)𝑡𝑚−𝜃

Г(𝑚−𝜃+1)
,
Г(2)𝑡𝑚−𝜃+1

Г(𝑚−𝜃+2)
, … ,

Г(𝛾+1)𝑡𝑚−𝜃+𝛾

Г(𝑚−𝜃+𝛾+1)
, … ]∗ = Ѓ𝛱  

                                                                                                                               (5.3)         

where Ѓ is an infinite diagonal matrix with elements 

Ѓ𝑖𝑖 =
Г(𝑖+1)

Г(𝑚−𝜃+𝑖+1)
,     𝑖 = 0,1,2,…  ,  𝛱 = [𝑡𝑚−𝜃, 𝑡𝑚−𝜃+1, … , 𝑡𝑚−𝜃+𝛾 , … ]∗. 

By decomposing 𝑡𝑚−𝜃+𝛾 (𝛾 = 0, 1, 2,… ) with Chebyshev polynomials  
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𝑡𝑚−𝜃+𝛾 = ∑ 𝑎𝛾+𝑖 𝛷(𝑡) = 𝑎𝛾 𝛷𝑇𝑡  , 𝑎𝛾 = [𝑎𝛾,0, 𝑎𝛾,1, … ]
∞
𝑖=0   

                                                                                                                               (5.4) 

we obtain with 

𝛱 = [𝑎0𝛷𝑇𝑡 , 𝑎1𝛷𝑇𝑡 , … , 𝑎𝛾𝛷𝑇𝑡 , … ]
∗ = 𝐴𝛷𝑇𝑡   , 

𝐴 = [𝑎0 , 𝑎1 , … , 𝑎𝛾 , … ]
∗                                                                                                   (5.5) 

Then, by substituting equation (5.3) in equation (5.2), we have 

𝐷𝜃𝑢(𝑡) = 𝑢𝛷 𝜂𝑚 Ѓ𝛱 = 𝑢𝛷𝜂𝑚 Ѓ𝐴𝛷𝑇𝑡 = 𝑢𝑉𝛷𝑇𝑡 ,       𝑉 = 𝛷𝜂𝑚Ѓ𝐴   

(5.6) 

For delay functions, we have 

𝑢(𝑝𝑚𝑡) = 𝑢𝛷𝑇𝑝𝑚(𝑡), with𝑇𝑝𝑖(𝑡) = [1, 𝑝1(𝑡), 𝑝2(𝑡),… . ]
∗.  

                                                                                                                                (5.7)            

By approximating each 𝑝𝑚(𝑡)as  𝑝𝑚(𝑡) = ∑ 𝑝𝑚𝑗𝑡
𝑗∞

𝑗=0 , we obtain 

𝑇𝑝𝑚(𝑡) = [

1
𝑝10 + 𝑝12𝑡 +⋯+ 𝑝1𝑛𝑡

𝑛 +⋯
𝑝20 + 𝑝21𝑡 + ⋯+ 𝑝2𝑛𝑡

𝑛 +⋯
⋮

] = [

1 0 0 0
𝑝10 𝑝11 𝑝12 …
𝑝20
⋮

𝑝21
⋮

𝑝22
⋮

…
⋯

] [

1
𝑡
𝑡2

⋮

] 

If we let ∆𝑖 to be the last coefficient matrix, then𝑇𝑝𝑚(𝑡) = ∆𝑖𝑇𝑡. By substituting this 

in equation (5.7) we have 

                          𝑢(𝑝𝑚𝑡) = 𝑢𝛷∆𝑖𝑇𝑝𝑚(𝑡).  

  (5.8)      

By approximating 𝑎(𝑡) and 𝑏𝑛(𝑡)  with polynomials  𝑎(𝑡) = ∑ 𝑎𝑖𝑘𝑡
𝑘𝑛

𝑘=0 , 𝑏𝑛(𝑡) =
∑ 𝑏𝑖𝑘𝑡

𝑘𝑛
𝑘=0 , 

we get,  with help of  �̃� = ∑ 𝑎𝑖𝑘𝑢𝛷∆𝑖𝜇
𝑘𝜂𝑚Ѓ𝐴Ф𝑛

𝑘=0 ,  the result 
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𝐷𝜃(𝑎(𝑡)𝑢(𝑝𝑚𝑡)) = ∑ 𝑎𝑖𝑘𝑡
𝑘𝑢𝛷∆𝑖𝜂

𝑚𝐽𝑚−𝜃𝑇𝑡 = ∑ 𝑎𝑖𝑘𝑢𝛷∆𝑖𝜇
𝑘𝜂𝑚𝐽𝑚−𝜃𝑇𝑡 =

𝑛
𝑘=0

𝑛
𝑘=0

∑ 𝑎𝑖𝑘𝑢𝛷∆𝑖𝜇
𝑘𝜂𝑚Ѓ𝐴Ф𝑇𝑡 = �̃�𝑇𝑡 ,

𝑛
𝑘=0                                                                        (5.9) 

 

 

And also, with  �̃� = ∑ ∑ 𝑏𝑖𝑘𝑢𝛷∆𝑛𝜇
𝑘𝜂𝑚Ѓ𝐴Ф𝑛

𝑘=0
𝑚−1
𝑛=0 , we obtain 

∑ 𝑏𝑛(𝑡)𝐷
𝛾𝑛𝑢(𝑝𝑛𝑡) = ∑ ∑𝑏𝑖𝑘𝑡

𝑘𝑢𝛷∆𝑛𝜂
𝑚𝐽𝑚−𝛾𝑛𝑇𝑡

𝑛

𝑘=0

𝑚−1

𝑛=0

𝑚−1

𝑛=0

 

= ∑ ∑𝑏𝑖𝑘𝑢𝛷∆𝑛𝜇
𝑘𝜂𝑚𝐽𝑚−𝛾𝑛𝑇𝑡 =

𝑛

𝑘=0

𝑚−1

𝑛=0

 

∑ ∑ 𝑏𝑖𝑘𝑢𝛷∆𝑛𝜇
𝑘𝜂𝑚Ѓ𝐴Ф𝑇𝑡

𝑛
𝑘=0

𝑚−1
𝑛=0 = �̃�𝑇𝑡 ,                                                    (5.10) 

 

For 𝑓(𝑡) we have𝑓(𝑡) = 𝑓𝑇𝑡 . Also for 𝛽𝑢(𝑡) where 𝛽 is a constant and  �̃� = 𝛽𝑢𝛷 

we have 

𝛽𝑢(𝑡) = 𝛽𝑢𝛷𝑇𝑡 = �̃�𝑇𝑡,                                                                                                  (5.11) 

where�̃� is a diagonal matrix with elements 𝛽. 

Now we substitute equations (5.8)-(5.11) into equation (5.1) 

𝑢𝑉𝛷𝑇𝑡 + �̃�𝛷
−1𝛷𝑇𝑡 = �̃�𝛷

−1𝛷𝑇𝑡 + �̃�𝛷
−1𝛷𝑇𝑡 + 𝑓𝛷

−1𝛷𝑇𝑡 

We rewrite the residual matrix 𝑅(𝑥)with �̃� = [𝑢𝑉 + �̃�𝛷−1 − �̃�𝛷−1 − �̃�𝛷−1 −

𝑓𝛷−1] into 

𝑅(𝑡) = [𝑢𝑉𝛷𝑇𝑡 + �̃�𝛷
−1𝛷𝑇𝑡 − �̃�𝛷

−1𝛷𝑇𝑡 − �̃�𝛷
−1𝛷𝑇𝑡 − 𝑓𝛷

−1𝛷𝑇𝑡]

= 𝑢𝑉 + �̃�𝛷−1 − �̃�𝛷−1 − �̃�𝛷−1 − 𝑓𝛷−1]𝛷𝑇𝑡 = �̃�𝛷𝑇𝑡 

Setting the residual matrix equal to zero by �̃� = 0, or applying orthogonality of the 

inner products〈𝑅(𝑥), ∅𝑘(𝑥)〉𝜔 = 0, 𝑘 = 0, 1,…then by the supplementary 

conditions in equation (5.1) we have 

∑ 𝑐𝑖𝑛𝑢𝜂
𝑛Ф𝑇0 = 𝜆𝑖

𝑚−1
𝑛=0  .                                                           
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Thus we obtained an infinite algebraic system that is easily solvable. 

 

 

6. COMPUTATION OF THE ERROR FUNCTIONS 

In this section, an error estimation for the approximate solution of equation(5.1) with 

supplementary conditions is obtained. Let us call 𝑒𝑛(𝑡) = 𝑢(𝑡) − 𝑢𝑛(𝑡) the error 

function of the Tau approximants 𝑢𝑛(𝑡) to 𝑢(𝑡) where 𝑢(𝑡)is the exact solution of 

equation (5.1). Therefore, 𝑢𝑛(𝑡) satisfies the following equations 

𝐷𝜃(𝑢𝑛(𝑡) + 𝑎(𝑡)𝑢𝑛(𝑝𝑚𝑡)) = 𝛽𝑢𝑛(𝑡) + ∑ 𝑏𝑛(𝑡)𝐷
𝛾𝑛𝑢𝑛(𝑝𝑛𝑡) + 𝑓𝑛(𝑡) +

𝑚−1
𝑛=0

𝐻𝑛(𝑡),                                                                                                                                    (6.1) 

∑ 𝑐𝑖𝑛𝑢𝑛
(𝑛)(0) = 𝜆𝑖

𝑚−1
𝑛=0 ,  𝑡 ≥ 0 , −1 < 𝜃 ≤ 𝑚 , 0 < 𝛾0 < 𝛾1 < ⋯ < 𝛾𝑚−1 < 𝜃. 

The perturbation term 𝐻𝑛(𝑡) can be obtained by substituting the computed 

solution 𝑢𝑛(𝑡) into the equation 

𝐻𝑛(𝑡) = 𝐷
𝜃(𝑢𝑛(𝑡) + 𝑎(𝑡)𝑢𝑛(𝑝𝑚𝑡)) − 𝛽𝑢𝑛(𝑡) − ∑ 𝑏𝑛(𝑡)𝐷

𝛾𝑛𝑢(𝑝𝑛𝑡) − 𝑓(𝑡)
𝑚−1
𝑛=0 . 

We proceed to find an approximation 𝑒𝑛,𝑁(𝑡) to the error function 𝑒𝑛(𝑡) in the same 

way as we did before for the solution of equation (5.1). Note that N is the degree of 

approximation of 𝑢𝑛(𝑡). By subtracting equation (6.1) from equation (5.1), we have 

𝐷𝜃((𝑢(𝑡) − 𝑢𝑛(𝑡)) + 𝑎(𝑡)(𝑢(𝑝𝑚𝑡) − 𝑢𝑛(𝑝𝑚𝑡)))
= 𝛽(𝑢(𝑡) − 𝑢𝑛(𝑡))

+ ∑ 𝑏𝑛(𝑡)𝐷
𝛾𝑛(𝑢(𝑝𝑛𝑡) − 𝑢𝑛(𝑝𝑛𝑡)) + (𝑓(𝑡) − 𝑓𝑛(𝑡)) − 𝐻𝑛(𝑡),

𝑚−1

𝑛=0

 

∑ 𝑐𝑖𝑛(𝑢
(𝑛)(0) − 𝑢𝑛

(𝑛)
(0)) = 0𝑚−1

𝑛=0 , 

Or 

𝐷𝜃(𝑒𝑛(𝑡) + 𝑎(𝑡)(𝑒𝑛(𝑝𝑚𝑡))

= 𝛽(𝑒𝑛(𝑡)) + ∑ 𝑏𝑛(𝑡)𝐷
𝛾𝑛(𝑒𝑛(𝑝𝑛𝑡)) − 𝐻𝑛(𝑡),

𝑚−1

𝑛=0
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∑ 𝑐𝑖𝑛(𝑒𝑛
(𝑛)(0)) = 0𝑚−1

𝑛=0 . 

It should be noted that in order to construct the approximate 𝑒𝑛,𝑁(𝑡)to 𝑒𝑛(𝑡), only 

the related equations (3.4) through (6.1) needs to be recomputed and the structure of 

the method remains the same [3-10].  

 

7. ILLUSTRATIVE NUMERICAL EXAMPLES 

In this section some numerical examples are given to clarify the high accuracy of the 

method. 

 

Example 1. 

Consider the following FNFDE from [8] 

𝑢
5
2(𝑡) = 𝑢(𝑡) + 𝑢

1
2 (
𝑡

2
) + 𝑢

3
2 (
𝑡

3
) +

1

2
𝑢
5
2 (
𝑡

4
) +

Г(5)

Г(
5
2
)
(𝑡
3
2) −

Г(4)

Г (
3
2
)
𝑡
1
2 − 𝑡4

+ 𝑡3 −
Г(5)

Г (
9
2
)
(
𝑡

2
)
7
2 +

Г(4)

Г (
7
2
)
(
𝑡

2
)
5
2 −

Г(5)

Г (
7
2
)
(
𝑡

3
)
5
2 +

Г(4)

Г (
5
2
)
(
𝑡

3
)
3
2

−
Г(5)

2Г (
5
2
)
(
𝑡

4
)
3
2 +

Г(4)

2Г (
3
2
)
(
𝑡

4
)
1
2 ,     𝑡 ∈ [0,1] 

With  

𝑢(0) = 0, 𝑢′(0) = 0,      𝑢′′(0) = 0, 

The exact solution is 𝑢(𝑡) = 𝑡4 − 𝑡3. 

The result for the approximate solution by OTM and the Exact solution for this 

example are given in Table1. 
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Example 2. 

Consider the following FNFDE from [8] 

𝑢
1
2(𝑡) = −𝑢(𝑡) +

1

4
𝑢 (
𝑡

3
) +

1

3
𝑢
1
2 (
𝑡

3
) + 𝑔(𝑡),       𝑢(0) = 1, 𝑡 ∈ [0,5] 

Where 

𝑔(𝑡) =
1

Г(
1
2)
∫ (𝑡 − 𝑠)−

1
2𝑒𝑠𝑑𝑠 + 𝑒𝑡 −

1

4
𝑒
𝑡
3 −

𝑡

0

1

3Г(
1
2)
∫ (𝑡 − 𝑠)−

1
2𝑒

𝑠
3𝑑𝑠,

𝑡

0

 

and the exact solution is  𝑢(𝑡) = 𝑒𝑡. 

The result for the approximate solution by the OTM and the exact solution for 

example 2 are given in Table2. 

In Table 3, we list the absolute errors obtained by the OTM. 

Table 1. OTM and the Exact Solution for Example 1 

t 𝐮𝐎𝐓𝐌 𝐮𝐄𝐱𝐚𝐜𝐭 

0.1 -0.000900000000013 -0.000900000000000 

0.2 -0.006399999997823 -0.006400000000000 

0.3 -0.018899999882211 -0.018900000000000 

0.4 -0.038399999963938 -0.038400000000000 

0.5 -0.062499999999480 -0.062500000000000 

0.6 -0.086399999928974 -0.086400000000000 

0.7 -0.102899999992440 -0.102900000000000 

0.8 -0.102399999993932 -0.102400000000000 

0.9 -0.072900000003533 -0.072900000000000 

1.0 -0.000009997050657 0.000000000000000 
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Table 2. OTM and Exact Solution for Example 2 

t 𝐮𝐎𝐓𝐌 𝐮𝐄𝐱𝐚𝐜𝐭 

0.5 1.648721270700139 1.648721270700128 

1.0 2.718281828459005 2.718281828459046 

1.5 4.481689070337228 4.481689070338065 

2.0 7.389056098932960 7.389056098930650 

2.5 12.18249396072259 12.182493960703473 

3.0 20.08553692327158 20.085536923187668 

3.5 33.11545195838827 33.115451958692312 

4.0 54.59815003142499 54.598150033144236 

4.5 90.01713129899351 90.017131300521811 

5.0 148.41315909661534 148.41315910257660 

 

Table 3. Absolute errors using OTM at n=15 for Example 1 and 2 

t 
Absolute errors for 

Example 1 
t 

Absolute errors for 

Example 2 

0.1 1.3000e-14 0.5 1.1102e-14 

0.2 2.1770e-12 1.0 4.0856e-14 

0.3 1.1779e-10 1.5 8.3755e-13 

0.4 3.6062e-11 2.0 2.3092e-12 

0.5 5.2000e-13 2.5 1.9117e-11 

0.6 7.1026e-11 3.0 8.3911e-11 

0.7 7.5600e-12 3.5 3.0404e-10 

0.8 6.0680e-12 4.0 1.7192e-09 

0.9 3.5330e-12 4.5 1.5283e-09 
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1.0 9.9971e-06 5.0 5.9612e-09 

 

We have done these computations by OTM for n=15. In all computations, in the first 

step with Maple 18 we obtained the Ф and A matrices from the section 4on 

Chebyshev polynomials and equation (5.5).Then we continued the methodas 

explained in the section on the Operational Tau method via Matlab R 

2011b(7.13.5.564). 

 
CONCLUSION 

In this paper, two examples of the FNFDEs have been solved successfully by the 

operational tau method on bases of Chebyshev polynomials. This method reduced 

the FNFDEs to a system of linear algebraic equations, including conversion of the 

delay parts of the desired FNFDEs to some operational matrices. 

The solution obtained using the suggested method shows that this approach solves 

the  known problem from  Bhrawy and    Alghamdi  [8]     effectively and with far 

exceeding  precision. 

From the rexamples considered here, it can be easily seen that our extension of the 

OTM obtains results as accurate as possible. 
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1. Introduction 

In this note stochastic partial differential equations of the form:  

,)),(,,()(=),( 2 dttxuLtxftdBtxdv H +
                                    

(1.1) 

are considered, where 
2

1
<<0 H , 

nRxt 0,> ,  

),,(
),(

=),( 1 txuL
t

txu
txv −








                                                   (1.2) 
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,)(= ,)(=
12||

2

2||

1 uDxbuLuDxauL q

q

mq

q

q

mq


−

 

 

1,<<,0=,...= 1
1 

j

j
n

q

n

qq

x
DDDD




 

nR  is the n-dimensional Euclidean space, ),...,(= 1 nqqq  is an n-dimensional 

multi index nqqq ++ ...|=| 1  , )(tBH  is fractional Brownian motion with Hurst 

parameter ]
2

1
[0,H  , 0=)]([=(0) tBEB HH , for all ),(= −Rt  and  

  ,,, ,||||||
2

1
=)]()([ 222 RtststssBtBE HHH

HH −−+  

( ][XE  denotes the expectation of a random variable X ). 

If 
2

1
=H , then )(tBH  coincides with classical Brownian motion )(tB . For 

2

1
=H  , )(tBH  is not a semi martingale, so one cannot use the general theory of 

stochastic calculus for semi martingale on [3])[2],[1],(),( seetBH . 

Denote by 
*K  the linear operator defined on the set of all step functions to a subset 

of the set of all square integrable function ][0,2 TL , such that:  

, 
 

),(
 )]()([)( ),(=))(( * rd

r

srK
srsstKsK H

T

s
HH




−+    
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where  

 ),,1
2

1
,

2

1
,

2

1
()()

2

1
(=),( 2

11

s

t
HHHFstHstK

H

H −+−−−







+

−
−

 

  denotes the gamma function and F (a, b, c, z)is the Gauss hyper geometric 

function. The process HB  has an integral representation:  

),( ),(=)( 0 sdBstKtB H

t

H 
                                         

    
  

(1.3) 

where ]}[0,:)({= tttBB   is the Brownian motion defined by  

)],()[(=)( [0,1]

1* −

HKBtB
                                                          

(1.4) 

where )( [0,1]  is the indicator function). 

Let RRf →:  such that <))](([ 2 tBfE H , then  

  

where  

  ,)((=),(
)(= T

H
Bx

H tTBxfE
x

t 







−+




  

see [1]. 

It is supposed that:  

(1) All the coefficients qq ba ,  satisfy a uniform Hölder condition on 
nR , 

(2) All the coefficients qq ba ,  are bounded on 
nR , 
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(3) The operator 
q

qmq
Dxa

t
)(

2|=|−


 is uniformly parabolic on 

nR . 

This means that  

0,>,||)(1)( 2

2|=|

1 cycyxa mq

q

mq

m − −
 

for all (0,...,0),=,,  yRyx n
 where 

22

1

21
1 ...=||,...= n

n
q

n

qq yyyyyy ++  and 

c is a positive constant,  

(4) The function f is continuous on RTRn  ][0, . 

It is assumed that  

),(=
,0)(

),(=,0)( 10 xu
t

xu
xuxu




                              (1.5) 

where 10 ,uu  are given sufficiently smooth bounded functions on 
nR . 

Without loss of generality, we can assume that 0=)(=)( 10 xuxu  

In sections 2,3 the solution of the stochastic Cauchy problem (1.1),(1.5) is studied. 

The fractional Brownian motion has many different impotant applications with 

amazing range. This amazing range makes fractional Brownian motion a very 

interesting object to study, (see [4-7]).  

2. Formal solutions 

The solution of equation (1.2) is formally given by:  

,),(,,()(=),( 2
0

 dxuLxftBtxv
t

H +                                      (2.1) 

where  
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(2.2),  ),())(,,()()(  =),( 1
00

dsddsvstxGsttxu nR

t
 


 −− −



 

where G  is the fundamental solution of the parabolic equation:  

).,()(=
),(

2||

txuDxa
t

txu q

q

mq





 

The function G  satisfies the following inequality:  

 

(2.3)],[|),,(| 2
1  cexpttxGD

cq −

 

where  

,
12

2
=,|=| 1

21

−
−

m

m
mtx

mm
  

 

,
2

||
=,

12

1
= 12

m

qn
c

m
m

+
−

−
−  

  and 2c  are positive constants, [8-10]. The definition of the function )(  can 

be found in [8]. 

 

3. Fractional integral representation 

 Let 

+a

I  be the fractional integral operator defined by  
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0.> ,)()(
)(

1
=)( 1 



 dssfsttfI
t

aa

−

+ −
   

Denote by ]),[( 2 baLI
a


+  the image of ],[2 baL  by the operator 


+a

I . The 

operator HK  on )(0,2 TL  associated with kernel ),( stKH  is an isomorphism 

from  

])[0,(   ][0, 2
2

1

02 TLIontoTL
H +

+  

and it can be expressed in terms of fractional integrals by  

,=))( ( 2

1

2

1

0

2

1

2

0
gsIsIsgK

HHH
H

H

−−

+

−

+  

.)(),(=))( (
0

dssfstKsgK
t

H   

The inverse operator 
1−

HK  is given by  

, = 2

0

2

1

2

1

0
2

1

1 gDsDsgK H
HHH

H +

−−

+

−
−

 

for all ])[0,( 2
2

1

0
TLIg

H +

+ . If g  is absolutely continuous, it can be proved that  

 (3.1),=, = 2

1

2

1

0

2

1

1

ds

dg
ggsIsgK

HHH

H


−−

+

−
−  

where 

+a

D  is the fractional derivative defined by  

, 
)(

)(
 

)(1

1
=)( ds

st

sg

dt

d
tgD

t

aa 



 −− +
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see [3],[6]. A weak solution of equation (2.1) is defined by a couple of adapted 

processes ),( vBH , for every fixed x  on a filtered probability space  

( ]})[0,:{,,, TtFPF t  , such that  

 (a) HB  is an tF  - fractional Brownian motion,  

(b) v  and HB  satisfy (2.1). 

Suppose that equation (2.5) has a weak solution. Then using the definitions of the 

operators HK , 
1−

HK  and the representation(1.1), one can write equation (2.1) in the 

form  

(3.2)),,(
~

),(=),(
0

sxBdstKtxv H

t


 

,),()(=),(
~

0
dssxtBtxB

t

+  

 

),,.)((=),( 1 sxgKsx H

−  

 

.)),(,,(=),( 2
0

dssxuLsxfxg 


  

Theorem 3.1. Let 
2

1
<H  and v  be a weak solution of equation (2.5). If f  is a 

Borel function on RTRn  ][0,  and satisfies the linear growth condition  

 

https://caspianjcme.com/


 

Caspian Journal of Computational & Mathematical Engineering ... 2017 , No.1 

 
 

Caspian Journal of Computational & Mathematical Engineering   

2017 , No.1  (March   2017) 

https://caspianjcme.com  
                                                                                                                              26 

 

|),|(1|),,(| uCutxf +                                            (3.3) 

for all ][0,,, TtRxRu n  , (where C is a positive constant), then 

])[0,(,.)( 2
2

1

0 TLIxg
H+

+ .  

proof.  From (2.1), (2.2), (2.3) and (3.3) it can be deduced that  

,)(|)(|)(
0

1 dssVCCttBtV
t

H ++  

where 0>1C  is a constant and |),(|=)( txvSuptV x . The last inequality leads 

to  

 

(3.4)1).(|)(||)(|)( 1
2

)(1
01 −++

−


tC

H

tCt

H eCdBeCtBtV 


 

Thus from (3.4) we get  

 

(3.5),)()( 4

2

03

2

0 CdssBCdssV H

tt +   

where 0>0,> 32 CC  are constants. From (3.3) and (3.5), we get  

 

(3.6), )(),( 6

2

054

2

0 CdssBCTCdxg H

TT ++    

where 54 ,CC  and 6C  are positive constants. 

It is easy to see that  

https://caspianjcme.com/


 

Caspian Journal of Computational & Mathematical Engineering ... 2017 , No.1 

 
 

Caspian Journal of Computational & Mathematical Engineering   

2017 , No.1  (March   2017) 

https://caspianjcme.com  
                                                                                                                              27 

 

|),()(|
)(

1
|=| 2

1

0

2

1

0 dssxgstI
HtH −+

−
 

 

 

           .)),(())((
)(

1
2

1

2

0
2

1

12

0
dssxgdsst

tHt
−


 −


               (3.7)  

The required result follows from (3.5) and (3.6). 

It is clear that ][0,,.)( 2

1 TLxgKH −
 a.s. if and only if ])[0,(,.)( 2

2

1

0 TLIxg
H+

+  

a.s.  

Let ]),(
2

1
)(),([=),( 2

00
dssxsdBsxexpTx

TT

  −− . 

If f  is bounded, then ),( Tx  defines for every 
nRx  a random variable such 

that the measure P
~

 given by dPTxPd ),(=
~

  is a probability measure equivalent 

to P. If PE
~

 denotes the expectation with respect to P
~

, then  

1.=]),([
~

TxE P                
(3.8) 

From (3.1), (3.7), theorem (3.1) and Girsanov theorem, we see that v  is an tF  - 

fractional Brownian motion with Hurst parameter H under the probability P
~

, (see 

[7]). 

Lemma 3.1. If f  is bounded ,then  

],|1)1)((2|[)],([ TCexpTxE P −−  
 

where C is a positive constant.  

Proof. We can deduce from the results in [ 7 ] that  
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1,=)),(2)(),(2( 2

0

2

0

~

dssxsdBsxexpE
TT

P   −−  

for all R  

Now  









−−  dssxsdBsxexpETxE

TT
PP ),(

2
)(),(=)],([ 2

00

~~




 
 

 












+  2

1

2

0

2
~

)),(|
2

|2 dssxexpE
T

P 


  

 On the other hand, using (3.1)  

we get  

 )),(,,(|=),(| 2
2

1

2

1

0

2

1

sxuLsxfsIssx
HHH −−

+

−

  

 ,)(

)
2

1
(

2

1

2

1

0

2

1

1  dss

H

M HHsH −−−−

−

−

   

 where 1M  is a positive constant, )|(| 1Mf  . Thus  

 ]],|
2

|[2),(|
2

|[2 2

22

0

2
~

TMexpdssxexpE
T

P 



 ++   

where 2M  is a positive constant. 

Using the fact that  

)],,([=)],([ 1
~

TxETxE PP −   
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we get the required result. 

We can deduce from (3.1) that the operator 
1−

HK  preserves the adaptability property. 

In other words the process ),( sx  is adapted. 

Let b be a positive Borel function defined on RT ][0,  such that the following 

integral.  







1

0
, ])),(([= dtdvvtbb qq

R

T

q IIII  

exists, where 
Hq

q
q

−
>1,>  . 

In this case we say that b belongs to ,qL , then by using lemma (3.1) the results of 

Naulart and Ouknine in [7] can be directly generalized to obtain the following 

estimations  

,)),(,( ,
0

q

T

bCdttxvtbE IIII  

 

)],()),(,([ ,
0

q

T

bQdttxvtbexpE IIII  

where C is a positive constant and Q is a real analytic function, [11]. 

Theorem 3.2. If f  is continuous on RTRn  ][0,  and satisfies the Lipschitz 

condition;  

|||),,(),,(| vuCvtxfutxf −−  

for all RvuTtRx n  ,],[0,, , where C is a positive constant, then there is 

weak solution v of equation (2.5). Moreover  
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.<)],([ 2 txvE  

Proof. We shall use the method of successive approximations. 

Set 

,)),(,,()(=),( 2
0

1  dxuLxftBtxv k

t

Hk ++
 

 

,  ),()))(,,()()(=),( 1

00
dsddsvstxGsttxu knR

t

k  


 −− −


  

 

0.=),(0 txv  

Thus  

.|)(|)(
1)!(

|),(),(| 1

0
1  dBt

k

C
txvtxv H

k
t

k

kk

−

+ −
−

−   

it follows that the sequence }{ kv  uniformly converges with respect to x  to a 

stochastic process v . It is easy to see that  

].)},(),({1)[(
1)(

1
)],([ 2

1

2

0=
2

0=

2 txvtxvkE
k

txvE kk

kk

−+
+

 +



  

This complete the proof of the theorem (see [10-21]).  
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Abstract: An extreme extreme property of the Delaunay triangulation is proved. 

Using this extreme property, the theorem is obtained, that the optimal mesh for the 

numerical solution of the Maxwell equation is the Delaunay triangulation.   

 

1. Introduction  

The popular method for the numerical solution of some problems of mathematical 

physics is the finite elements method. This method needs a mesh of triangles. The 

convergence rate of the process of numerical solution of the problem by the finite 

elements method depends on the geometrical configuration of the mesh.  

In [2], [4] the Delaunay triangulation is recommended as triangle mesh for Maxwell 

equation for electromagnetic field. 

In the present paper an extreme property of the Delaunay triangulation is proved. 

Using this extreme property, the theorem is obtained, that for the numerical solution 

of the Maxwell equation the optimal mesh is the Delaunay triangulation. 
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2.  Delaunay Triangulation 

Let 
n

iiP 1}{ =
 be a finite set of points in the plane. A set 

m

jjD 1}{ =
 of triangles is called 

the triangle mesh with knots 
n

iiP 1}{ =
, if the following conditions are fulfilled:. 

a) The interiors of triangles are pairwise disjoint; 

b) The set of all vertices of triangles is the set 
n

iiP 1}{ = ; 

c)  The union of triangles fills the whole of convex hull of the knots: 


m

j

jD
1=

= conv
n

iiP 1}{ = . 

A triangle mesh 
m

jjD 1}{ =
  is called Delaunay triangulation (see [1]) with knots 

n

iiP 1}{ = , if the following condition is fulfilled: 

d) For any triangle
jD  0}{)(int 1 = =

n

iij PDS ,  j=1,…,m, 

where S(D) is the circumscribing circle of triangle D. 

Let T=
m

jjD 1}{ =  be a triangle mesh with fixed set of knots 
n

iiP 1}{ = . 

For a triangle D we denote by A(D) the set of interior angles of D. Consider the 

following expression depending on the mesh: 

   .cot)(
)(1





=

=
jDA

m

j

TS                                            (2.1) 

Theorem 2.1. The sum of cotangents (2.1) as a function on the meshes with fixed 

set of knots reaches his minimum for the Delaunay triangulation with the same set of 

knots. 
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Proof. First we prove the assertion of Theorem 2.1 for the meshes, those contain 

only two triangles. Consider a convex tetragon with vertices A, B, C, D, see Fig.1. 

 

Fig. 1. 

It is possible two triangle meshes with the knots A, B, C, D. The first mesh TBD with 

diagonal BD contains the triangles  ABD and  BCD. The second mesh TAC with 

diagonal AC contains the triangles  ABC and  ACD. For the mesh TBD the sum 

of cotangents is 

. )()( 74658321  ctgctgctgctgctgctgSBD +++++++=  

For the mesh TAC we have 

. )()( 61875243  ctgctgctgctgctgctgSAC +++++++=  

If 

1 2 5 6 ,    + + +   

then the point D lies outside of the circumscribing circle of triangle  ABC   
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and S(TAC)<S(TBD). Hence the mesh TAC is a Delaunay triangulation. If 

1 2 5 6 ,    + + +   

then the point C lies outside of the circumscribing circle of triangle  ABD and 

S(TAC)>S(TBD). Hence the mesh TBD is a Delaunay triangulation. In both cases the 

assertion of Theorem 2.1 is valid. 

Now consider a general finite set of points 
n

iiP 1}{ = , n>4. Among triangle meshes 

with the set of knots 
n

iiP 1}{ =  there is a mesh T with minimal sum of cotangents 

(2.1). Assume that the mesh T is not Delaunay triangulation. Then there exists a 

triangle ABC from the mesh T, such that the circumscribing circle of  ABC 

contains a knot D from 
n

iiP 1}{ = . It is easy to see, that the point C lies outside of the 

circumscribing circle of triangle  ABD. Therefore S(TAC)> S(TBD). After the 

change of the diagonals AC and BD in the tetragon ABCD we obtain a new mesh T'. 

Observe that TTAC  , while 'TTBD  . The inequality S(TAC)>S(TBD) implies 

S(T)>S(T'), which contradicts the minimality of S(T). Theorem 2.1 is proved. 

 

3. An Application to the Numerical Solution of Equations System 

Let T=
m

jjD 1}{ =  be a triangle mesh with the set of knots 
n

iiP 1}{ = . A knot iP  of mesh 

T can be a boundary knot, which belongs to the convex hull of T, or an interior knot. 

Let I(T) be the set of interior knots of the mesh T. Denote by V(D) the set of vertices 

of triangle D, and by iE  the set of triangles D from T connecting the knot iP : 

{ : ( )}, 1,2,...,i j i jE D T P V D i n=   = . 

Consider the following system of linear equations with respect to unknowns xi: 
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( ) ( )

( , ) , ( ), 1,..., .
i

k i i

D E v V D I T

ctg v D x b P I T i N
  

=  =                            

                                                                                                        (3.1) 

where ( , )v D  is the interior angle of the triangle D at the vertex v, while k is the 

number of knot v, i.e. kv P= . 

Observe that the system (3.1) depends on the mesh T. We would like to solve the 

system (3.1) numerically by the successive iterations method. The convergence rate 

of the successive iterations depends on the geometrical configuration of the mesh T.  

 

The well-known principle of diagonal domination, roughly speaking, states that the 

fewer are the non-diagonal elements of matrix, the fewer iterations are needed for 

solution of the relevant system of linear equations. In the extreme cases when all 

non-diagonal elements vanish, we will need only one iteration for the solution. 

We note, that the principle of diagonal domination is not law, and does not have any 

proof.   

Using Theorem 2.1 and the principle of diagonal domination we can obtain the 

following assertion. 

Lemma 3.1.  Among triangle meshes with the fixed set of knots, the maximal 

convergence rate of the successive iterations to the numerical solution of the system 

(3.1) has the Delaunay triangulation with same set of knots. 

4. Applications to the Differential Equations 

We call differential equation in the medium a system of two two-dimensional 

differential equations 

                               L(A(x,y), (x,y)) = 0,                                                         (4.1) 
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x

A
AF ,                                              (4.2) 

where L is a differential operator acting on two depending variables A and  . The 

dependence F between the main variable (potential) A and the secondary variable 

(the medium function)   is known. But the function F is complicate such that the 

substitution (4.2) in (4.1) reduces to a complicate equation, which is practically 

unsolvable, see [6], [7].  

Example 1. The Maxwell equations for a magnetic field: 

   ,
11




=







+









y

A

yx

A

x
                                     (4.3) 

   


























+












=

22

6
y

A

x

A
P ,                                (4.4) 

 where A is the desired potential function,   is the magnetic permeability of the 

medium, P6 is a polynomial of 6 degree,   is a given function, see [8], [10]. 

We consider a class of two-dimensional differential equations (4.1), (4.2) satisfying 

the following conditions: 

(a)  If   is piecewise constant, then the equation (4.1) is solvable. 

(b)  If A is piecewise linear, then   is piecewise constant. 

These conditions hold for the case, where the differential equations are reducible to 

a variation problem, i.e. there exists a functional J(A,  (A)), which possesses an 

extremum on the solution of the differential equations (4.1), (4.2). Then (4.1) can be 

obtained from J by the Euler variation formula. 

The usual method for the numerical solution of such problems is the finite elements 

method. The considered domain is divided into small triangles (elements). The 
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function A is assumed linear within each triangle, and by condition (b)   will be 

constant within each triangle. Then the search of the extremum of functional J is 

reduced to the solution of a system of linear equations in unknown values of 

potential A at the vertices of triangles. 

The usual scheme of solution is as follows. Starting from an initial piecewise 

constant  0    we obtain by the condition (a) the piecewise linear function A1. Then 

from A1 we obtain by the condition (b) the piecewise constant function  . Then 

from   we get A2 etc. If this process of the successive approximations converges, 

then the limit function nn AA →= lim is the desired (numerical) solution of the 

problem. Evidently, the equations (4.3), (4.4) satisfy the conditions (a) and (b). 

Proposition 4.1. The convergence rate of the process of numerical solution of the 

problem (4.1), (4.2) by the finite elements method, depends on the geometrical 

configuration of the mesh, in the cells of which the medium factor   is constant. 

The application of the finite elements method to the equations (4.3), (4.4) reduces to 

the solution of following system of the linear equations (see [3], [5], [9]): 

,)(),(cot
)()(

ik

TIDVv

m

ED

bxDDv
i

=


  ).(TIPi   

Using Lemma 3.1 we can obtain the following assertion. 

Theorem 4.1. For the problem (4.3), (4.4) for any fixed knots set the best mesh is 

Delaunay triangulation. 

Theorem 4.1. gives an opportunity to solve the problem (4.3), (4.4) using the 

variable mesh method.  First, the problem is solved with the help of rough mesh 

with a small number of knots. Then, in the location where the error is at maximum, a 

new knot is added, and Delaunay triangulation is constructed with the added set of 

knots.  The process continues till the error becomes sufficiently small. 

Example 2. We solve the problem (4.3), (4.4) using the variable mesh method. The 

Figure 2 shows the solution, while the Figure 3 shows the final mesh. 

https://caspianjcme.com/


 

Caspian Journal of Computational & Mathematical Engineering ... 2017 , No.1 

 
 

Caspian Journal of Computational & Mathematical Engineering   

2017 , No.1  (March   2017) 

https://caspianjcme.com  
                                                                                                                              40 

 

 

Fig.2 

 

We can see in the figure 3 that the intensity of mesh knots is considerably different 

in the different sectors of the mesh, and corresponds to the density of the 

equipotential curves on the same sectors of the research domain. 
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Fig.3 
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Conclusions.  

The sum of cotangents of interior angles as a function on the meshes with fixed set 

of knots reaches his minimum for Delaunay triangulation. 

For any fixed knots set, for Maxwell equation of magnetic field the optimal mesh is 

Delaunay triangulation. 
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Abstract: In this paper we show analysis on incomes or damages differences 

between two options for Black-Scholes formula, of course numerical comparison 

between European and Asian option in single option case about risk of price 

jumping at maturity. 

 

1.Introduction 

European option depends on maturity time. There exists a risk of price jumping at 

maturity. Asian option is more stable with respect to price jumping, because of the 

averaging feature, Asian options reduce the volatility inherent in the option . 

For Asian options the payoff is determined by the average underlying price over 

some pre-set period of time. This is different from the case of the usual European 

option, where the payoff of the option contract depends on the price of the 

underlying instrument at exercise. Other advantage of Asian options is that these 

reduce the risk of market manipulation of the underlying instrument at maturity. 

Let St be a commodity price at future time t> 0 and K is an arbitrary fixed positive 

constant. In this paper we consider the random variable St with lognormal 
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distribution. Now by using the notation S(t)=St, the definition of call option for 

European option and Asian option are respectively: 

Pe(T)=E[St-K]+, 

Pa(T)=E[G(St)-K]+, 

Where X+= {
0, 𝑋 < 0
𝑋, 𝑋 ≥ 0

  and G(St) is average of S(ti) with i =1,2,...,m for example in 

geometric way. We assume that G(St)=G(m,T)=[S(t1).S(t2)…..S(tm)]1/m, where 

T=t1+t2+...+tm .The expectations E[St – K]+ and E[G(St)-K]+ are of interest for 

engineering, because they can be interpreted as call options of European and Asian 

derivatives. 

The aim of the present paper is to compare of numerical results between European 

and Asian option in single option case about risk of price jumping at maturity. Our 

numerical comparison between European and Asian options is meant for 

engineering and financiers, and not for specialists of stochastic differential equations 

because we don’t consider the solution of stochastic differential equations. 

2. Related Definitions 

European option income is E(St - K)+ also Asian option income is E(G(St)-K)+that 

we can use simple notation I1 and I2 for those respectively. Beside European option 

outcome (or damage) is O1 = (St –K)+ and Asian option outcome (or damage)is O2 = 

(G(St) - K)+ where G(St) is the geometric average or [S(t1 ).S(t2 )...S(tm )]1/m .   

Also we need an analysis on incomes and damages in this paper, so we can calculate 

incomes and damages for various initial times. We can get the graphics of incomes 

depending on initial time. 

The "external points" of graphics can be interpret as moments of "price jumping". It 

is of "interest the cases" when, the maturity moment T is an "external point". 

Jumping point is not "local external points" at all. Jump is the maximum of the 

(absolute) different of price i.e. |p(k + 1) - p(k)| in a time segment. Consider the 

"(absolute) relative different" |p(k+1)-p(k)|/p(k) .To find the time moments, where 

the relative different is bigger than 0.03 (or 3 percent), jumping point is recognized . 
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3. Theoretical Part 

If S0 be a commodity price at today, St  be a commodity price at future time t > 0 and 

K is an arbitrary fixed positive constant (named "Strike price"). The main result of 

financial mathematics is called "Black-Scholes formula" that is described with 

below theorems for single options that they have been proved in Paper[1]. 

We include the proof of Theorem 2, because we can’t found any elementary proof in 

other books, in particular the book [2] by J.C. Hull, contains this theorem without 

proof. 

Theorem 1.(for European Option) Let St be a commodity price,such that lnSt 

has normal distribution with mean ln S0–σ2 t/2 and variation  σ2 t. Then 

Pe(T)=E(St - K)+ = S0ϕ(d1 ) - Kϕ(d2), 

where: 

d1=(ln S0 - ln K+ σ2 t/2)/(σ√𝑡) 

d2=(ln S0 - ln K– σ2 t/2)/(σ√𝑡) 

Theorem 2.(for Asian Option) Let S(t) be a commodity price, such that ln S(t) 

has normal distribution with mean ln S0 - 2 t/2 and variation σ2 t. Then call for Asian 

option is 

  E[G(St) - K]+ = exp( - 
𝑚−1

2𝑚2  Tσ2)  S0ϕ(d1 ) - K ϕ(d2) 

where: 

d1 = [ln S0 - ln K+ σ2 T/(2m2).(2-m)][m/(σ√𝑡)] 

d2 = [ln S0 - ln K– σ2 T/(2m)][m/(σ√𝑡)] 

For Asian options is convenient the notation St=S(t). The definition of call of Asian 

option is 
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P a(T) = E[G(St ) – K]+ 

where G(St)=G(m ,T) is geometric average of S(ti) with i = 1, 2, ..., m, and T = t1 + t2 

+ ... + tm. 

Proof :We must remember proved Lemma 2 in [1] that describes: Let ξ ~N(µ,ơ2). 

For any positive number K, the following equality holds: 

E(eξ-K)+= 𝑒𝜇+𝜎
2/2 . ϕ (

𝜇+𝜎2−ln𝐾

𝜎
) – K . ϕ (

𝜇−ln𝐾

𝜎
) 

Now we have: ln G(m,T)=[ln S(t1)+ln S(t2)+...+ln S(tm)]/m. 

Since ln S(t) ~N(ln S0-𝜎2t/2,𝜎2t) then ln[G(m,T)]~N(M,V2) 

where :M=lnS0-T. 𝜎2/(2m)       (*) 

andV2=T. 𝜎2/m2                  (**) 

Also we can apply the lemma 2 for ξ=ln[G(m,T)];  So: 

E[G(m,T)-K]+=𝑒𝑀+𝑉
2/2.ϕ[(M+V2-lnK)/V]-K.ϕ[(M-ln K)/V]. 

Finally by substituting (*) and (**) in above formula, we obtain d1 and d2 according 

to statements of Theorem2. 

Note I. Consider the case when S(t1) = S(t2) = ... = S(tm), then Jump = 0 and G(St) = 

St . In this case the difference between European and Asian options outcome is zero 

(Clearly); also the difference between European and Asian options income must be 

small. 

Proof: Consider the case tj+1 = tj + 1. To prove this, consider the easy case m=2.  

Thus t1 = t0 + 1, t2 = t1+ 1 = t0 + 2 also in European and Asian option T= t0 + t and T 

= t1 + t2 = 2t0 + 3 respectively (in simple case with t0 = 0 we have: t = T in European 

one and T = 3 for Asian one) . 

Also: 

  I1 = E(St - K)+ = S0ϕ(d1 ) – Kϕ(d2) 
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Where: 

d1=(ln S0 - ln K+ σ2 T/2)/(σ√𝑇) 

d2=(ln S0 - ln K– σ2 T/2)/(σ√𝑇𝑡) 

Beside : 

I2=E[G(St) - K]+ = exp( - 
𝜎2𝑇

8
)  S0ϕ(D1 ) - K ϕ(D2) 

Where: 

D1=(ln S0 - ln K)[2/(σ√𝑡)] 

D2 = (ln S0 - ln K– σ2 T/4)[2/(σ√𝑡)] 

With T = t1 + t2 = 2t0 + 3 . 

Now suppose that ln St has standard normal distribution N(0, 1) therefore the 

variance of distribution is  σ2 t = 1 and the mean of distribution is ln S0 -  σ
2 t /2 = 0 

i.e. S0 = e0.5 

So: d1 = 1 - ln k andd2 = - ln K. Then : 

I1 = S0ϕ(d1 ) – Kϕ(d2 ) = ... = e0.5 ϕ(1 - ln K) + Kϕ(ln K) 

Also for Asian one we have: D1 = 1 – 2lnK and D2 = 1/2 - 2 ln K . 

Then: 

I2 = e- 1/8 .e 1/2 .ϕ(D1 ) – Kϕ(D2 ) = ... = e 3/8ϕ(1-2 ln K)+Kϕ( 1/2 -2 ln K) 

By condition K = 1 we have : 

I1 = e0.5 ϕ(1) + ϕ(0) 

I2 = e3/8ϕ(1) + ϕ(1/2) 
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We know: ϕ(0) = 0.5, ϕ(1) = 0.8413 and ϕ(0.5) = 0.6915 therefore : 

I2 - I1 = 0.0285 near 3 percent (This subject pointed in the section of related 

definitions). 

Note II. Now if in Asian option m = 1, then Black-Scholes formula is the same 

European option . 

T = t1:= t then G(1, T ) = [S(t1 )]
1 = St . Also by replacing m = 1 in formulas of 

Theorem.2 we have  : 

Pa(T) = E(G(1, T ) - K)+ = E(St - K)+ = exp(-
1−1

2∗1^2
)S0ϕ(d1 ) – Kϕ(d2 ) i.e . 

Pa(T) = E(St - K)+ = S0ϕ(d1 ) – Kϕ(d2 ( 

That is the same formula in European one, So  Pa(T)=Pe(T)  for m=1. But for 

formulas of d1and d2 we have too : 

d1 = [ln S0 - ln K+ σ2 t/(2*12).(2-1)][1/(σ√𝑡)] 

d2 = [ln S0 - ln K– σ2 t/(2*1)][1/(σ√𝑡)] 

Or: 

d1 = (ln S0 - ln K+ σ2 t/2).[1/(σ√𝑡)] 

d2 = (ln S0 - ln K– σ2 t/2).[1/(σ√𝑡)] 

Where is the same relations in European option as seen in Theorem 1. 

 

But if m increases, then the difference between European and Asian options 

increases or decreases? This question will study in the next sections with numerical 

results according to visual basic programming . 

It is shown in Table.3 that the gap of incomes in Asian and European options will be 

bigger if m increases. 
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Note III. 

Also "zero Jump" implies "zero |I2 −I1|", using the continuity of Black-Scholes 

formula parameters, we conclude that "small Jump" implies "small |I2 −I1|". 

Similarly, if m is small, then the difference between European and Asian options is 

small, because if m=1, then the difference between European and Asian options is 

zero, also using the smoothness of Black-Scholes formula parameters.  

4.Visual Basic Program 

Using computer program (here with Visual Basic in Excel), we can calculate 

incomes and damages for various initial times . 

Here we must calculate and compare the European and Asian options in the cases, 

when the maturity moment T is a "jumping point ." 

We consider some pair of European and Asian options with the sameparameters, 

particularly with the same maturity time moments T andcompare what option is 

better. It is important to notice that : 

Income:I1=E[St - K]+ , Outcome:O1= [ST - K]+ in European option , 

and 

Income:I2=E[G(St )-K]+ , Outcome:O2= [G(ST)-K]+ in Asian option , 

Also: 

"Profit or Loss = Income – Outcome" in both of them. 

5. Numerical Experiments 

Suppose that St=S(t) be real oil prices of one market and the first t0be 20th price of 

the market (for computation of µ and σ2)with strike price K=65,and t=10.  

We know from the proof of Theorem.2: ξ ~N(µ,ơ2) then St =eξ has lognormal 

distribution or ln St ~N(ln S0-𝜎2t/2,𝜎2t).Also K can be any positive number and t0 

and t are natural numbers so that T=t0+t. Thus σ2 can be estimated by: σ2 = 
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1

𝑛−1
∑ ln 𝑆(𝑡−𝑖)
𝑛
𝑖=1  here n=20 and S(t-1), S(t-2),…, S(t-20) are before prices of t0 in the 

market. 

Therefore we get the following numerical results within two tables. The first table 

for "European option" and second one for "Asian option" could compare incomes 

and damages of two formulas respectively . 

Remember the columns of maturity T = tk , S(T ) := ST , "price jumping" of S(T ): 

i.e. non relative Jumps = |S(tk+1 ) - S(tk )|, "Incomes:"I1 = E[S(t)-K]+ , I2 = E[G(St )-

K]+ , "Outcomes": O1 = [S(T )-K]+  ,O2 = [G(ST ) -K]+and "Profit or Loss" are in the 

below tables: 

Table.1 

T S(T) Jumps I1 O1 Profit; 

Loss 

2008/09/12 103.36 0.44 52.70 38.36 14.34 

2008/09/18 98.57 0.96 45.94 33.57 12.37 

2008/09/26 106.85 0.80 38.37 41.85 -3.48 

2008/10/31 71.18 1.95 16.51 6.18 10.33 

2008/11/10 66.79 1.18 11.16 1.79 9.37 

2008/11/14 61.19 1.64 12.37 0.00 12.37 

2008/05/20 130.16 3.97 51.34 65.16 -13.82 

2008/07/29 124.06 2.50 75.85 59.06 16.79 

2008/10/13 83.63 3.41 32.67 18.63 14.04 
 

Table.2 

T G(ST) Jumps I2 O2 Profit; 

Loss 

2008/09/12 103.14 0.44 52.51 38.14 14.37 

2008/09/18 98.09 0.96 45.79 33.09 12.70 

2008/09/26 107.25 0.80 37.68 42.25 -4.57 

2008/10/31 70.20 1.95 11.28 5.20 6.08 

2008/11/10 66.20 1.18 6.41 1.20 5.21 

2008/11/14 62.00 1.64 8.52 0.00 8.52 

2008/05/20 128.16 3.97 51.05 63.16 -12.11 

2008/07/29 125.30 2.50 75.55 60.30 15.25 
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2008/10/13 81.91 3.41 31.96 16.91 15.05 
 

 

6.  Conclusion 

6.1 Comparison propositions with different jumps: 

Proposition I: As we look in different cases between Table.1 andTable.2 : 

If Jumps < 1 

then |I2 - I1 | < 

5.2 

This subject was studied in Note III. 

Proposition II: The different cases between Table.1 and Table.2 hasbeen prepared 

in Table.3 for m=2, m = 4,  m = 6 and m = 10 there isbelow relationship for 

"Jumps" and "Absolute difference of outcomes": 

If |I2 - I1 | > 6 

then Jumps > 

1.17 

Thus for positive number k we could be expected : 

If |I2 - I1 | 

> k then 

Jumps > 

k/5 

We can see this property and a result of Table.3 in Graph.1 . 

Table.3(|I2 - I1| with various m) 

T Jumps m=2 m=4 m=6 m=10 

2008/05/20 3.97 0.3 0.4 0.4 0.3 

2008/07/29 2.50 0.3 0.4 0.4 0.3 
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2008/10/31 1.95 9.6 9.2 8.2 5.2 

2008/11/10 1.18 9.5 8.6 7.5 4.8 

2008/11/14 1.64 7.5 7.0 6.2 3.9 
 

 

 

Graph.1 
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6.2 Comparison propositions with various m : 

Propositions III: Now we want to compare numerical results for instance 

2008/10/10 date. Table.4 has all parameters which used in Black-Scholes formula in 

European and Asian type with various m in Asian one. 

                                                     Table.4 
Method m S(T) 

or 

G(ST) 

d1 d2 ϕ(d1 ) ϕ(d2 ) Exp I O Profit 

European 1 80.22 2.83 2.65 0.998 0.996 - 41.86 15.22 26.64 

Asian 2 84.07 3.98 3.85 1 1 0.9922 41.02 19.07 21.95 

Asian 4 86.55 5.86 5.78 1 1 0.9896 40.74 21.55 19.18 

Asian 6 87.83 7.63 7.56 1 1 0.9898 40.76 22.83 17.93 

Asian 10 91.81 11.52 11.48 1 1 0.9919 40.98 26.81 14.18 

 

In Table.4; I and O are "Incomes" and "Outcomes" respectively for each methods 

with below commonly values: 

S0 = 80.22, t = 10, T = 2008/10/10, Jumps = 7.88, K = 65, µ = 4.658 and  σ2 = 0.003 . 

Also in Table.4: Exp = exp(-
𝑚−1

2𝑚^2
 Ti σ

2) for Asian method with Ti = t1 + t2 + ... + tm .   

As seen in Table.4, while m increases then difference between outcomes of two 

options is bigger too (Shown in Graph.2); but the difference between incomes of two 

options is nearly fix   .  
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                                                               Graph.2 

 

 

 

Proposition IV: Now we want to study the case S(t) = S(t – 1)  = ...=S(t - m + 1) 

where jump vanishes and G(m, t) = S(t). Thus formulas for Asian and European 

options compare together in Table.5.Notice that: "Incomes": I1 = E[S(t) - K]+ , I2 = 

E[G(St ) – K]+; "Outcomes": O1 = [S(T ) - K]+ , O2 = [G(ST ) - K]+ (Case 1 for 

European and case 2 for Asian type) . 

 

 

 

0

2

4

6

8

10

12

14

1 2 4 6 10

|O2-O1|

m

https://caspianjcme.com/


 

Caspian Journal of Computational & Mathematical Engineering ... 2017 , No.1 

 
 

Caspian Journal of Computational & Mathematical Engineering   

2017 , No.1  (March   2017) 

https://caspianjcme.com  
                                                                                                                              55 

 

Table.5 

T Method m S(T) G(ST) Income Outcome 

2007/08/03 European 1 72.49 - 6.80 7.49 

2007/08/03 Asian 3 72.49 72.53 6.75 7.53 

2007/08/03 Asian 4 72.49 72.44 6.75 7.44 

2007/12/31 European 1 88.87 - 22.69 23.87 

2007/12/31 Asian 2 88.87 88.85 22.62 23.85 

2007/12/31 Asian 5 88.87 88.89 22.60 23.89 

2008/11/10 European 1 66.79 - 11.16 1.79 

2008/11/10 Asian 4 66.79 66.79 3.62 1.79 

 

As seen in Table.5 the difference between outcomes of European and Asian is zero, 

according to Note I in Theoretical part. Also if m increases, then the difference 

between incomes of ones will be increase. This last subject is presented in Graph.3 

for 2007/12/31.  

Graph.3 
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